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Abstract. We prove that it is decidable of a finite algebra whether it
has a near-unanimity term operation, which settles a ten-year-old prob-
lem. As a consequence, it is decidable of a finite algebra in a congruence
distributive variety whether it admits a natural duality.

Introduction

We call an operation f a near-unanimity operation if it satisfies the iden-
tity

f(y, x, . . . , x) ≈ f(x, y, x, . . . , x) ≈ · · · ≈ f(x, . . . , x, y) ≈ x.

Near-unanimity term operations come up naturally in the study of algebras.
For example, if an algebra of finite signature has a near-unanimity term
operation, then it has a finite base of equations. It was asked in [1] whether
having a near-unanimity term operation is a decidable property of a finite
algebra. This problem, called the near-unanimity problem, is intimately
linked to the problem of deciding whether a finite algebra admits a natural
duality, called the natural duality problem. B. Davey and H. Werner proved
in [2] that if an algebra has a near-unanimity term operation then it admits
a natural duality. In the case of algebras in a congruence distributive vari-
ety the converse was proved in [1]. This result, called the near-unanimity
obstacle theorem, states that an algebra in a congruence distributive variety
admits a natural duality if and only if it has a near-unanimity term opera-
tion. Note, that it is easy to decide of a finite algebra whether it lies in a
congruence distributive variety by searching for Jónsson terms.

Clearly, an algebra A has a near-unanimity term operation f if and only
the equations

(∗) f(y, x, . . . , x) = f(x, y, x, . . . , x) = · · · = f(x, . . . , x, y) = x

hold for the generator elements x, y of the two-generated free algebra in the
variety generated by A. Probably this observation motivated R. McKenzie’s
unpublished result [8] where he proves that it is undecidable of a finite
algebra A and two fixed elements x, y ∈ A whether A has a term operation
that behaves as a near-unanimity operation on {x, y}. Later, this result was
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slightly extended in [7], where it is proved that given a finite algebra A and
two fixed elements a, b ∈ A, it is undecidable if A has a term operation that
behaves as a near-unanimity operation on A \ {a, b}, that is, equations (∗)
hold for all pairs x, y ∈ A \ {a, b}.

In this paper we show that the near-unanimity problem is decidable, see
Theorem 17, which is a rather surprising development after the negative par-
tial results. Since there are only finitely many algebras on a fixed n-element
set whose basic operations are at most r-ary, there must exist a recursive
function N(n, r) that puts an upper limit on the minimum arity of near-
unanimity term operations for those algebras that have one. Consequently,
given an algebra A whose operations are at most r-ary, one can decide
the near-unanimity problem by simply calculating all at most N(|A|, r)-ary
terms and checking if one of them yields a near-unanimity operation. If
no such is found, then A has no near-unanimity term operation. We know
that such recursive function N(n, r) exists, but currently we do not have a
formula for one.

As an immediate consequence of the decidability of the near-unanimity
problem and the near-unanimity obstacle theorem, the natural duality prob-
lem for finite algebras that generate a congruence distributive variety is also
decidable. However, it is still open whether the natural duality problem in
general is decidable. A very interesting group of open problem is related to
the constraint satisfaction problem, which we do not define here and refer
the reader to [3] for details. It is proved in [4] that if a set Γ of relations on
a set admits a compatible near-unanimity operation, then the correspond-
ing constraint satisfaction problem CSP(Γ) is solvable in polynomial time.
Therefore, it is natural to ask the near-unanimity problem for relations:

Problem. Given a finite set Γ of relations on A, decide whether there exists
a near-unanimity operation on A that is compatible with each member of Γ.

Currently we do not know the decidability of this problem, even in the
light of our result. We know that if a clone has a near-unanimity opera-
tion, then both the clone and its dual relational clone are finitely generated.
Inspired by this, we ask the following:

Problem. Given a finite set of operations and a finite set of relations on
the same underlying set, decide if the functional and relational clones they
generate are duals of each other.

Proof

Let ω and ω+ be the set of all finite and countable cardinals, respectively.
For a nonempty set A we denote by OA the set of all operations on A. In
general we do not assume that the underlying set A is finite. For F ⊆ OA

and n ∈ ω put F (n) = F ∩ AAn
, which is the set of all n-ary operations

contained in F . Binary operations will play a crucial role in our arguments,
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therefore we put BA = O(2)
A . The clone generated by a set F ⊆ OA will be

denoted by 〈F〉. All indices in this chapter start from zero.
An operation f ∈ O(n)

A is a near-unanimity operation if

f(y, x, . . . , x) = f(x, y, x, . . . , x) = · · · = f(x, . . . , x, y) = x

for all x, y ∈ A. It is customary to assume that n ≥ 3, but we will not make
this restriction to avoid considering special cases in some of our arguments.
However, this does not weaken our results, because no operation of arity
less than three can satisfy this definition whenever the underlying set has
at least two elements. The problem of deciding whether a finite algebra has
a near-unanimity term operation is called the near-unanimity problem.

Instead of working with operations and their composition, we introduce
an equivalence relation on the set of operations in such a way that

(1) the near-unanimity operations form an equivalence class of the rela-
tion,

(2) a new notion of composition can be introduced on the equivalence
classes, and

(3) it is possible to algorithmically compute the closure of equivalence
classes under this new notion of composition.

We start the proof with the study of the binary operations that arise as
f(x, . . . , x, y, x, . . . , x) from another operation f ∈ OA.

Definition 1. For f ∈ O(n)
A and i ∈ ω, the ith polymer of f is f |i ∈ BA

defined as

f |i(x, y) =

{
f(x, . . . , x,

ith
^
y , x, . . . , x) if i < n,

f(x, . . . , x) if i ≥ n,

where y occurs at the ith coordinate of f in the first case. The collection of
polymers of f together with their multiplicities is the characteristic function
of f , which is formally defined as the map χf : BA → ω+ where

χf (b) = |{ i ∈ ω : f |i = b }| .

By the set of characteristic functions on a nonempty set A we mean the
set XA = {χf : f ∈ OA }. Note that not every mapping of BA to ω+

is a characteristic function of some operation. In the following lemma we
characterize the ones that are.

Lemma 2. A mapping χ : BA → ω+ is a characteristic function of some
operation if and only if

(1) there exists a unique element b ∈ BA such that χ(b) = ω,
(2) there are only finitely many c ∈ BA such that χ(c) 6= 0, and
(3) c(x, x) ≈ b(x, y) whenever χ(c) 6= 0 and χ(b) = ω.

Proof. To show that the given list of conditions are necessary, take an arbi-
trary operation f ∈ O(n)

A . Put b = f |n. By Definition 1, b(x, y) ≈ f(x, . . . , x)
and f |i = b for all i ≥ n, which proves that χ(b) = ω. Moreover, for
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every c ∈ BA other than b, χ(c) = |{ i < n : f |i = c }| is finite, proving
items (1) and (2). Finally, if χ(c) 6= 0, then c = f |i for some i ∈ ω, and
c(x, x) ≈ f(x, . . . , x) ≈ b(x, y).

To show the other direction, take a mapping χ : BA → ω+ satisfying
items (1)–(3). Let b ∈ BA be the unique element for which χ(b) = ω, and
put C = { c ∈ BA : χ(c) 6∈ {0, ω} }. By conditions (1) and (2), the set C is
finite, and n =

∑
c∈C χ(c) is a finite number. Consequently, we can choose

a finite list ξ0, . . . , ξn−1 ∈ BA of elements such that {ξ0, . . . , ξn−1} = C and
χ(c) = |{ i < n : ξi = c }| for all c ∈ C. Because of condition (3), there exists
an operation f ∈ O(n+3)

A that satisfies the following list of identities:

f(y, x, x, . . . , x, x, x, x, x) ≈ ξ0(x, y),

f(x, y, x, . . . , x, x, x, x, x) ≈ ξ1(x, y),
...

f(x, x, x, . . . , x, y, x, x, x) ≈ ξn−1(x, y),

f(x, x, x, . . . , x, x, y, x, x) ≈ b(x, y),

f(x, x, x, . . . , x, x, x, y, x) ≈ b(x, y),

f(x, x, x, . . . , x, x, x, x, y) ≈ b(x, y),

f(x, x, x, . . . , x, x, x, x, x) ≈ b(x, y).

Clearly, f |i = ξi for all i < n, and f |n = f |n+1 = f |n+2 = f |n+3 = · · · = b.
Therefore, χf = χ, which concludes the proof. �

We leave it to the reader to prove the following result that characterizes
near-unanimity operations by their characteristic functions.

Lemma 3. f ∈ OA is a near-unanimity operation if and only if χf = χnu

where χnu ∈ XA is defined as

χnu(b) =

{
ω if b(x, y) ≈ x,

0 otherwise.

Given a set G ⊆ OA of operations, we define X(G) = {χf : f ∈ G }. By
the last lemma, the kernel of the operator f 7→ χf satisfies our goal (1)
stated at the beginning of the chapter. To establish goal (2), we introduce
the notions of composition for operations and characteristic functions, and
consequently show that they correspond to one another under taking the
characteristic functions of the operations. If for a set G of operations we can
show that the corresponding set {χg : g ∈ G } of characteristic functions
is closed under this new notion of composition and does not include χnu,
then we will be able to conclude that 〈G〉 does not contain a near-unanimity
operation, even if G is not a clone. First, we need the following definition.

Definition 4. By an extension of g ∈ O(n)
A we mean an operation g′ ∈ O(m)

A
satisfying

g′(x0, . . . , xm−1) ≈ g(xσ(0), . . . , xσ(n−1)),
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where σ is an arbitrary injection of {0, . . . , n − 1} into {0, . . . ,m − 1}. By
a composition of f ∈ O(n)

A with extensions of g0, . . . , gn−1 ∈ OA we mean an
operation of the form f(g′0, . . . , g

′
n−1) where g′0, . . . , g

′
n−1 ∈ O(m)

A are exten-
sions of g0, . . . , gn−1, respectively, and are of the same arity m.

Clearly, the extensions of g are exactly the operations that can be obtained
from g by permuting the variables and introducing dummy variables. As an
example, all projections are extensions of the unary projection. It is easy to
see that if g′ is an extension of g, then χg′ = χg.

The full meaning of the following definition well be revealed in the proof
of Lemma 6, but first we motivate it by a simple example. Take operations
f ∈ O(2)

A and g0, g1 ∈ O(m)
A . We would like to describe the characteristic

function of f(g0, g1) via the characteristic functions of f , g0 and g1. Clearly,
the ith polymer of f(g0, g1) is f(g0|i, g1|i), which shows that χf(g0,g1) depends
not only on χf but also on f . Furthermore, if g′1 is an m-ary extensions
of g1, then χg1 = χg′1

, but in general g1|i 6= g′1|i, and therefore χf(g0,g1) 6=
χf(g0,g′1). This shows that besides χg0 and χg1 we also need to know which
“variables” of χg0 correspond to the “variables” of χg1 . What we need is
an assignment, denoted as a map µ in the following definition, that with
multiplicities assigns the polymers of g0 to that of g1.

Definition 5. We say that χ ∈ XA is a composition of f ∈ O(n)
A with

χ0, . . . , χn−1 ∈ XA if there exists a mapping µ : (BA)n → ω+ such that

χ(c) =
∑

b̄∈(BA)n, f(b̄)=c

µ(b̄)

and

χi(c) =
∑

b̄∈(BA)n, bi=c

µ(b̄)

for all c ∈ BA and i < n.

We introduce the following operators on OA and XA. Given F ,G ⊆ OA,
we denote by CF (G) the set of all possible compositions of operations f ∈
F (n) with extensions of g0, . . . , gn−1 ∈ G. We will use the same symbol for
the analogous operator for characteristic functions: given F ⊆ OA and U ⊆
XA, we denote by CF (U) the set of all possible compositions of operations
f ∈ F (n), for some n ∈ ω, with characteristic functions χ0, . . . , χn−1 ∈ U .

Lemma 6. XCF (G) = CFX(G) for all F ,G ⊆ OA.

Proof. To prove the inclusion ⊆, take f ∈ F (n) and g0, . . . , gn−1 ∈ G, let
g′0, . . . , g

′
n−1 ∈ O(m)

A be extensions of g0, . . . , gn−1, respectively, of the same
arity m ∈ ω, and put h = f(g′0, . . . , g

′
n−1) ∈ O(m)

A . We need to show that χh

is a composition of f with χg0 , . . . , χgn−1 . Define µ : (BA)n → ω+ as

µ(b̄) =
∣∣{ i ∈ ω : 〈g′0|i, . . . , g′n−1|i〉 = b̄

}∣∣ ,
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which describes how many times the tuple b̄ ∈ (BA)n of binary operations
appear as the polymers of g′0, . . . , g

′
n−1 at the same coordinate i.

We check Definition 5 now. For each element c ∈ BA,∑
b̄∈(BA)n, f(b̄)=c

µ(b̄) =
∣∣{ i ∈ ω : f(g′0|i, . . . , g′n−1|i) = c

}∣∣
=

∣∣{ i ∈ ω : h|i = c
}∣∣ = χh(c).

On the other hand, for each j < n and c ∈ BA,∑
b̄∈(BA)n, bj=c

µ(b̄) =
∣∣{ i ∈ ω : g′j |i = c

}∣∣ = χg′j
(c).

This shows that χh is a composition of f with χg′0
, . . . , χg′n−1

. Moreover,
since g′j is an extension of gj , χgj = χg′j

for all j < n. This completes the
proof of XCF (G) ⊆ CFX(G).

To prove the other inclusion, take an arbitrary χ ∈ CFX(G). Then there
exist f ∈ F (n), operations g0, . . . , gn−1 ∈ G of arities m0, . . . ,mn−1, respec-
tively, and µ : (BA)n → ω+ such that

χ(c) =
∑

b̄∈(BA)n, f(b̄)=c

µ(b̄)(1)

and

χgj (c) =
∑

b̄∈(BA)n, bj=c

µ(b̄)(2)

for all c ∈ BA and j < n. We will argue that χ is the characteristic function
of a composition of f with extensions of g0, . . . , gn−1.

Using equation (1) we obtain∑
b̄∈(BA)n

µ(b̄) =
∑
c∈BA

χ(c) = ω,

where the second equality holds because χ is a characteristic function. Con-
sequently, we can choose a mapping ξ : ω → (BA)n such that

µ(b̄) =
∣∣{ i ∈ ω : ξ(i) = b̄

}∣∣
for all b̄ ∈ (BA)n. Now, using equation (2), we get that∣∣{ i ∈ ω : gj |i = c

}∣∣ = χgj (c) =
∑

b̄∈(BA)n, bj=c

µ(b̄) =
∣∣{ i ∈ ω : ξ(i)j = c

}∣∣
for all j < n and c ∈ BA. The cardinalities of the two sets on the two sides
are equal, therefore, for every j < n we can choose a permutation σj : ω → ω
such that

gj |i = ξ(σj(i))j
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for all i ∈ ω. Put m = max{σj(i) : j < n, i < mj }. Now, for all j < n,
the restriction of σj to the set {0, . . . ,mj − 1} is an injection into the set
{0, . . . ,m− 1}. Define the operations g′0, . . . , g

′
n−1 ∈ O(m)

A as

g′j(x0, . . . , xm−1) ≈ gj(xσj(0), . . . , xσj(mj−1)).

Clearly, each g′j is an extension of gj . To complete the proof, we need to
show that the characteristic function of f(g′0, . . . , g

′
n−1) equals χ.

Observe that

g′j |i =

{
gj |σ−1

j (i) if σ−1
j (i) < mj ,

gj(x, . . . , x) otherwise.

As a result, g′j |i = gj |σ−1
j (i) for all i ∈ ω, and therefore

g′j |i = gj |σ−1
j (i) = ξ(σjσ

−1
j (i))j = ξ(i)j

for all i ∈ ω and j < n. Then, for an arbitrary element c ∈ BA,

χf(g′0,...,g′n−1)(c) =
∣∣{ i ∈ ω : f(g′0, . . . , g

′
n−1)|i = c

}∣∣
=

∣∣{ i ∈ ω : f(g′0|i, . . . , g′n−1|i) = c
}∣∣

=
∣∣{ i ∈ ω : f(ξ(i)0, . . . , ξ(i)n−1) = c

}∣∣
=

∣∣{ i ∈ ω : f(b̄) = c where b̄ = ξ(i)
}∣∣

=
∑

b̄∈(BA)n, f(b̄)=c

µ(b̄)

= χ(c). �

The following lemma turns the near unanimity problem into a prob-
lem about characteristic functions. We will use the power notation for
the composition operator. For F ,G ⊆ OA we define C0

F (G) = G, and
Cn+1
F (G) = CFCn

F (G) for all n ∈ ω. We use the same power notation for
the composition of characteristic functions, as well.

Lemma 7. Let F ⊆ OA and G ⊆ 〈F〉, and assume that G contains an
idempotent operation. Then 〈F〉 contains a near-unanimity operation if and
only if χnu ∈

⋃
n∈ω Cn

FX(G).

Proof. By Lemma 6,
⋃

n∈ω Cn
FX(G) = X

(⋃
n∈ω Cn

F (G)
)
. Consequently, by

Lemma 3, it is enough to show that 〈F〉 contains a near-unanimity op-
eration if and only if

⋃
n∈ω Cn

F (G) does. One direction is trivial because⋃
n∈ω Cn

F (G) ⊆ 〈F〉. For the other direction assume that f ∈ 〈F〉(k) is a
near-unanimity operation and g ∈ G(m) is an arbitrary idempotent opera-
tion. We define h ∈ 〈F〉(km) as

h(x0, . . . , xkm−1) = f(g(x0, . . . , xm−1), . . . , g(xkm−m, . . . , xkm−1)).

Clearly, h is a near-unanimity operation, and h ∈
⋃

n∈ω Cn
F (G). �
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If G is the set of all projections on a set A and F ⊆ OA, then
⋃

n∈ω Cn
F (G) =

〈F〉, and X(G) = {χid}, where χid is defined as

χid(b) =


ω if b(x, y) ≈ x,

1 if b(x, y) ≈ y,

0 otherwise.

Thus, by the previous lemma, 〈F〉 contains a near-unanimity operation if
and only if χnu ∈

⋃
n∈ω Cn

F ({χid}). However, this condition does not seem
to be easier to check than the original one. We overcome this problem by
carefully choosing G so that the latter condition can be effectively tested.

Definition 8. For an integer k ≥ 1 we define a partial order vk on ω+ as
follows:

t0 t1
t1 + k

t1 + 2k

t1 + 3k

...

t2
t2 + k

t2 + 2k

t2 + 3k

...

· · · tk
t2k

t3k

t4k

...

tω
Acting coordinate-wise, this defines a partial order on XA. For a set U ⊆ XA

denote by Fk(U) the order filter generated by U in XA, that is,

Fk(U) = {χ′ ∈ XA : (∃χ ∈ U)(∀b ∈ BA)(χ(b) vk χ′(b)) }.

Recall that a partially ordered set (or simply poset) is called well-ordered,
if it has no infinite anti-chains and satisfies the descending chain condition,
i.e., contains no strictly decreasing sequence of elements. Clearly, 〈ω+;vk〉 is
well-ordered. It is known that subposets and finite products of well-ordered
posets are well-ordered (these are elementary facts, see e.g. [5]). Moreover,
the set of order filters of a well-ordered poset under the inclusion order
satisfies the ascending chain condition. Consequently, provided that A is
finite, 〈XA;vk〉 is well-ordered and has no strictly increasing sequence of
order filters. From now on A is assumed to be finite.

Lemma 9. Let k ≥ 1, F ⊆ OA and U ⊆ XA. Then FkCF (U) ⊆ CFFk(U).
Consequently, CFFk(U) is an order filter.

Proof. Take arbitrary characteristic functions χ ∈ CF (U) and χ′ ∈ XA such
that χ vk χ′. Thus χ is a composition of an operation f ∈ F (n) and
characteristic functions χ0, . . . , χn−1 ∈ U . By Definition 5, there exists a
map µ : (BA)n → ω+ such that

χ(c) =
∑

b̄∈(BA)n, f(b̄)=c

µ(b̄)(3)
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and

χi(c) =
∑

b̄∈(BA)n, bi=c

µ(b̄)(4)

for all c ∈ BA and i < n. Let D be the set of binary operations d ∈ BA

where χ(d) 6= χ′(d). Since neither 0 nor ω is comparable to any other element
under vk, for all d ∈ D, χ(d) 6∈ {0, ω} and χ′(d)− χ(d) equals to a positive
multiple of k. Using equation (3), for each d ∈ D we can choose an n-tuple
b̄d ∈ (BA)n such that f(b̄d) = d and µ(b̄d) 6∈ {0, ω}. Define µ′ : (BA)n → ω+

as

µ′(b̄) =

{
µ(b̄) + χ′(d)− χ(d) if b̄ = b̄d for some d ∈ D,

µ(b̄) otherwise.

Clearly, µ(b̄) vk µ′(b̄) for all b̄ ∈ (BA)n. Then by equation (4), χi vk χ′i for
all i < n where χ′i : BA → ω+ is defined as

χ′i(c) =
∑

b̄∈(BA)n, bi=c

µ′(b̄)

for all c ∈ BA. On the other hand, by the choice of µ′,

χ′(c) =
∑

b̄∈(BA)n, f(b̄)=c

µ′(b̄)

for all c ∈ BA. This proves that χ′ is a composition of f and the characteristic
functions χ′0, . . . , χ

′
n−1 ∈ Fk(U) via the map µ′.

To prove the second assertion of the lemma, consider the containments
FkCFFk(U) ⊆ CFFkFk(U) = CFFk(U) ⊆ FkCFFk(U) showing that CFFk(U)
is an order filter. �

Lemma 10. Let k ≥ 1, and let A, F ⊆ OA and U ⊆ XA be finite sets.
Then the minimal elements of 〈CFFk(U);vk〉 can be effectively computed.

Proof. Choose an arbitrary minimal element χ ∈ CFFk(U). Then χ is a
composition of an n-ary operation f ∈ F (n) with some characteristic func-
tions χ0, . . . , χn−1 ∈ Fk(U) via a mapping µ : (BA)n → ω+. Observe in
Definition 5 that f and µ uniquely determine χ and χ0, . . . , χn−1 via the
defining equations

χ(c) =
∑

b̄∈(BA)n, f(b̄)=c

µ(b̄)(5)

and

χi(c) =
∑

b̄∈(BA)n, bi=c

µ(b̄).(6)

Since A is finite, (BA)n is finite, and consequently the poset 〈(ω+)(BA)n
;vk〉

is well ordered. Clearly, µ is an element of this poset, so we can assume that
µ is minimal in this poset among all representations of χ.
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By the finiteness of A and U ,

m = max
(
{k} ∪ {χ′(b) : χ′ ∈ U , b ∈ BA and χ′(b) 6= ω }

)
is a (finite) natural number that depends only on k, A and U . We claim
that µ(b̄) ∈ {0, . . . ,m, ω} for all b̄ ∈ (BA)n, which is enough to conclude
our proof because then only finitely many operations f ∈ F and finitely
many mappings µ : (BA)n → {0, . . . ,m, ω} need to be considered to find all
minimal elements of CFFk(U).

To get a contradiction, assume that µ(c̄) > m and µ(c̄) 6= ω for some
tuple c̄ ∈ (BA)n. Define µ′ : (BA)n → ω+ as

µ′(b̄) =

{
µ(b̄) if b̄ 6= c̄,

µ(b̄)− k if b̄ = c̄,

and define χ′ and χ′0, . . . , χ
′
n−1 using the defining equations (5) and (6) for µ′,

respectively. Observe that µ′(c̄) = µ(c̄)− k > m− k ≥ 0.
First we argue that χ′i ∈ Fk(U) for all i = 0, . . . , n − 1. Clearly, by

equation (6), χi(b) = χ′i(b) for all b 6= ci. Moreover, either χ′i(ci) = χi(ci) =
ω or χ′i(ci) = χi(ci)− k. In the former case, χ′i = χi ∈ Fk(U). In the latter
case, χ′i(ci) = χi(ci)− k ≥ µ(c̄)− k > m− k ≥ 0, where the first inequality
holds by equation (6). Therefore, χ′i satisfies the conditions of Lemma 2, so
χ′i ∈ XA. Since χi ∈ Fk(U), there exists a characteristic function χ′′i ∈ U so
that χ′′i vk χi. By the choice of m, χ′′i (ci) ≤ m < µ(c̄) ≤ χi(ci), consequently
χ′′i (ci) ≤ χi(ci)− k. This proves that χ′′i vk χ′i. As a result, χ′i ∈ Fk(U).

Analogously, χ′(d) = χ(d) for all d 6= f(c̄), and either χ′(f(c̄)) = χ(f(c̄)) =
ω or χ′(f(c̄)) = χ(f(c̄)) − k > m − k ≥ 0. Consequently, χ′ ∈ XA

by Lemma 2, and χ′ vk χ. Since χ′0, . . . , χ
′
n−1 ∈ Fk(U), we get that

χ′ ∈ CFFk(U). From the minimality of χ we see that χ′ = χ. But then
µ′ contradicts the minimality of µ, which concludes the proof. �

Lemma 11. Let k ≥ 1, and let A, F ⊆ OA and U ⊆ XA be finite sets.
Then

⋃
n∈ω Cn

FFk(U) is an order filter with respect to vk, and its minimal
elements can be effectively computed.

Proof. For every m ∈ ω define Um =
⋃

n≤m Cn
FFk(U), where U0 = Fk(U). For

each m ∈ ω, Um is an order filter in 〈XA;vk〉 whose minimal elements can be
effectively computed by Lemmas 9 and 10. Since A is finite, 〈XA;vk〉 is well-
ordered and consequently the set of all its order filters under the inclusion
order satisfies the ascending chain condition. Therefore, the ascending chain
U0 ⊆ U1 ⊆ U2 ⊆ . . . of order filters cannot be strictly increasing.

Assume that Um = Um+1 for some m ∈ ω. This condition is equivalent
to that of Cm+1Fk(U) ⊆

⋃
n≤m Cn

FFk(U). Applying CF to both sides we get
that

Cm+2Fk(U) ⊆
⋃

1≤n≤m+1

Cn
FFk(U) ⊆ Um+1.

Consequently, Um+1 = Um+2. By induction, we obtain that Um = Um+1 =
Um+2 = . . . , as a result Um =

⋃
n∈ω Cn

FFk(U).
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This yields an algorithm to find
⋃

n∈ω Cn
FFk(U). Calculate U0,U1, . . . in

order using Lemma 10. If Um = Um+1 for some m ∈ ω, then we have
found

⋃
n∈ω Cn

FFk(U) and know its minimal elements. This condition must
occur and therefore the algorithm stops, because we cannot have a strictly
increasing sequence of order filters in 〈XA;vk〉. �

The previous lemma shows that the minimal elements of the infinite union⋃
n∈ω Cn

FX(G) of Lemma 7 can be effectively calculated provided that X(G)
forms an order filter in 〈XA;vk〉 for some k ≥ 1. We will argue that such
integer k and set G ⊆ 〈F〉 can be found if 〈F〉 contains a near-unanimity
operation. We need the following definition.

Definition 12. Let k ∈ ω and f ∈ O(n)
A . We call f a k-nu operation if

k ≤ n and

f(x, . . . , x) ≈ x,

f |0(x, y) ≈ · · · ≈ f |k−1(x, y) and

f |k(x, y) ≈ · · · ≈ f |n−1(x, y) ≈ x.

This concept is the generalization of that of near-unanimity and weak
near-unanimity operations. The 0-nu operations are precisely the near-
unanimity operations, while the k-nu operations of arity k are called weak
near-unanimity operations.

Lemma 13. If a clone on an m-element set contains a near-unanimity
operation, then it contains a 2-nu operation of arity at most 2 + mm2

.

To prove this lemma, we need the following theorem.

Theorem 14 (L. Lovász [6]). Let n, k be natural numbers such that 2 ≤
2k ≤ n, and Gn,k be the graph on the set of all k-element subsets of an
n-element set with the disjointness relation. Then the chromatic number of
Gn,k is n− 2k + 2. �

Proof of Lemma 13. Let C be a clone and f ∈ C be a near-unanimity oper-
ation of arity n. If n ≤ 1 + mm2

, then we are done as f is a 2-nu operation.
Otherwise n−mm2 ≥ 2. Put

k =

⌊
n−mm2

+ 1
2

⌋
.

By the choice of k, we have n − mm2 ≤ 2k ≤ n − mm2
+ 1, from which it

follows that 1 + mm2 ≤ n− 2k + 2 ≤ 2 + mm2
and 2 ≤ 2k ≤ n.

We color each k-element subset I ⊆ {0, . . . , n−1} by the binary operation
f |I defined as

f |I(x, y) = f(u0, . . . , un−1) where ui =

{
x if i 6∈ I,

y if i ∈ I.
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There are mm2
binary operations on an m-element set, thus we colored the

graph Gn,k with mm2
colors. Since the chromatic number of this graph is

n − 2k + 2, by Theorem 14, and n − 2k + 2 > mm2
, there must exist two

disjoint k-element subsets I, J ⊂ {0, . . . , n− 1} for which f |I = f |J .
Choose an arbitrary bijection τ from {0, . . . , n−1}\ (I ∪J) to {0, . . . , n−

2k − 1}. We claim that the following operation is a 2-nu operation in C of
arity at most 2 + mm2

:

g(x, y, z0, . . . , zn−2k−1) = f(u0, . . . , un−1) where ui =


x if i ∈ I,

y if i ∈ J,

zτ(i) otherwise.

Clearly, g ∈ C and its arity is n − 2k + 2 ≤ 2 + mm2
. Moreover, g|0 =

f |I = f |J = g|1, and for all i ≥ 2, g|i = f |τ−1(i−2) = x because f was a
near-unanimity operation. This proves that g is a 2-nu operation. �

Lemma 15. Let C be a clone on an m-element set that contains a k-nu
operation of arity k + n. Then C contains a km!-nu operation f of arity
km! + n such that

f |0(x, f |0(x, y)) = f |0(x, y).

Proof. Let A be the underlying set of C, and g ∈ C be a k-nu operation of
arity k+n. By induction we define a sequence g1, g2, g3, . . . ∈ C of operations
of arities k + n, k2 + n, k3 + n, . . . , respectively. Put g1 = g, and for i ≥ 1
put

gi+1(x0, . . . , xki+1−1, y0, . . . , yn−1)

= g
(
gi(x0, . . . , xki−1, y0, . . . , yn−1), . . . ,

gi(x(k−1)ki , . . . , xki+1−1, y0, . . . , yn−1), y0, . . . , yn−1

)
.

Since g is idempotent, i.e. g(x, . . . , x) = x, the defined operations g1, g2, . . .
are idempotent, as well. For each element x ∈ A define the unary operation
hx(y) = g|0(x, y). We claim that, for each i ≥ 1 and j ∈ ω,

gi|j(x, y) =

{
hi

x(y) if j < ki,

x if j ≥ ki.

This holds for g1 by definition. Let i ≥ 1 and j < ki+1. Choosing l < k such
that lki ≤ j < (l + 1)ki we get that

gi+1|j(x, y) = g
(
gi(x, . . . , x), . . . , gi(x, . . . , x), gi|j−lki(x, y),

gi(x, . . . , x), . . . , gi(x, . . . , x), x, . . . , x
)

= g|l(x, gi|j−lki(x, y))

= hx(hi
x(y)

= hi+1
x (y).
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Finally, if i ≥ 1 and ki+1 ≤ j < ki+1 + n, then

gi+1|j(x, y) = g(gi(x, . . . , x), . . . , gi(x, . . . , x), x, . . . , x, y, x, . . . , x))

= g|j−ki+1+k(x, y)
= x.

This proves that each gi is a ki-nu operation of arity ki + n. We argue that
f = gm! is the operation we claimed in the statement of the lemma. Indeed,
since hx is a unary operation on an m-element set, it is elementary to verify
that hm!

x is idempotent, that is, hm!
x = h2·m!

x . Then,

f |0(x, f |0(x, y)) = hm!
x (hm!

x (y)) = hm!
x (y) = f |0(x, y). �

Lemma 16. Let A be a finite set of size m.
(1) If a clone on A contains a near-unanimity operation, then it contains

a 2m!-nu operation g of arity at most 2m! + mm2
that satisfies

g|0(x, g|0(x, y)) ≈ g|0(x, y).

(2) If g ∈ OA is a 2m!-nu operation satisfying the above identity, then
there exists a set G ⊆ 〈{g}〉 such that G contains an idempotent
operation and X(G) = F2m!−1({χg}).

Proof. The first statement follows immediately from Lemmas 13 and 15. To
prove the second statement, let g be a 2m!-nu operation of arity 2m! + k
that satisfies the identity of the lemma. If g is a near-unanimity operation,
then we can choose G = {g}. Thus assume that g is not a near-unanimity
operation. By induction, we define a sequence of operations gi ∈ 〈{g}〉
(i = 1, 2, . . . ) of arity i(2m! − 1) + 1 + k, respectively. Put g1 = g, and for
all positive integers i define

(7) gi+1(x0, . . . , x(i+1)(2m!−1), y0, . . . , yk−1)

= gi

(
g(x0, . . . , x2m!−1, y0, . . . , yk−1),

x2m! , . . . , x(i+1)(2m!−1), y0, . . . , yk−1

)
.

We claim that each gi is a (i(2m! − 1) + 1)-nu operation and gi|0 = g|0.
This holds trivially for g1. We prove this by induction, so assume that the
claim holds for gi. Clearly, gi+1 is idempotent. If 0 ≤ j < 2m!, then

gi+1|j(x, y) ≈ gi|0(x, g|j(x, y)) ≈ g|0(x, g|0(x, y)) ≈ g|0(x, y),

where the first identity follows from (7), gi|0 = g|0 by the induction as-
sumption, g|j = g|0 since g is a 2m!-nu operation, and finally the last iden-
tity was assumed in the statement of the lemma. On the other hand, if
2m! ≤ j ≤ (i + 1)(2m! − 1), then

gi+1|j(x, y) ≈ gi|j−(2m!−1)(x, y) ≈ g|0(x, y),

where the first identity holds because the first argument of gi on the right
hand side of equation (7) is g(x, . . . , x) ≈ x, and the variable xj is at the
j−(2m!−1)-th argument of gi. Finally, if (i+1)(2m!−1) < j ≤ (i+1)(2m!−
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1) + k, i.e., we plug in y into one of the y coordinates in equation (7) and x
everywhere else, then we get gi+1|j(x, y) ≈ x, because g|j−i(2m!−1)(x, y) ≈ x

and gi|j−(2m!−1)(x, y) ≈ x. This finishes the proof of the claim.
From the claim it immediately follows that

χgi(b) =


ω if b(x, y) ≈ x,

i(2m! − 1) + 1 if b(x, y) ≈ g|0(x, y),
0 otherwise,

which is well defined, because g|0(x, y) 6≈ x since we assumed that g is not
a near-unanimity operation. Now put G = {g1, g2, . . . }. Clearly, X(G) =
F2m!−1({χg}). �

Theorem 17. Given a finite set A and a finite set F of operations on A,
it is decidable whether the clone generated by F contains a near-unanimity
operation.

Proof. Put m = |A|. First we check if 〈F〉 contains a 2m!-nu operation of
arity at most 2m! + mm2

that satisfies the identity of Lemma 16. If such an
operation is not found, then 〈F〉 cannot have a near-unanimity operation.
If g ∈ 〈F〉 is such an operation, then by the same lemma we know that
there exists a set G ⊆ 〈{g}〉 ⊆ 〈F〉 of operations such that G contains
an idempotent operation and X(G) = F2m!−1({χg}). We do not need to
“compute” the set G, in fact it is infinite. Then by Lemma 11, the minimal
elements of the order filter

U =
⋃
n∈ω

Cn
FF2m!−1({χg}) =

⋃
n∈ω

Cn
FX(G)

can be effectively computed. By Lemma 7, the clone 〈F〉 contains a near-
unanimity operation if and only if χnu ∈ U . But this can be easily checked if
we know the minimal elements of U . In fact, χnu is minimal in 〈XA;v2m!−1〉,
and therefore must be among the minimal elements of U . �
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